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  Abstract        The hydrological models and simplifi ed methods of Saint-venant equations are used extensively 
in hydrological modeling, in particular for the simulation of the fl ood routing. These models require specifi c 
and extensive data that usually makes the study of fl ood propagation an arduous practice. We present in 
this work a new model, based on a transfer function, this function is a function of parametric probability 
density, having a physical meaning with respect to the propagation of a hydrological signal. The inversion 
of the model is carried out by an optimization technique called Genetic Algorithm. It consists of evolving 
a population of parameters based primarily on genetic recombination operators and natural selection to 
fi nd the minimum of an objective function that measures the distance between observed and simulated 
data. The precision of the simulations of the proposed model is compared with the response of the Hayami 
model and the applicability of the model is tested on a real case, the N’Fis basin river, located in the High 
Atlas Occidental, which presents elements that appear favorable to the study of the propagation. The results 
obtained are very satisfactory and the simulation of the proposed model is very close to the response of the 
Hayami model. 

  Key  w  ord : Genetic Algorithm; fl ood routing; Hayami model; simulation; propagation 

 1 INTRODUCTION 

 The modeling of fl ood propagation is a fundamental 
approach for studying and understanding the spatial-
temporal evolution of a hydrograph in a river or canal. 
In literature, there are several mathematical methods 
to model the propagation of a fl ood in a river. The 
most used methods are the hydrological method as 
well as the hydraulic method. The hydrological 
methods are based on the law of the Conservation of 
mass, the best known of which is the Muskingum 
method (McCarthy, 1938), which corresponds to an 
approximate solution of the hydraulic model of 
kinematic wave (Cunge, 1969). Nevertheless, the 
hydraulic methods are not only based on the law of 
the Conservation of mass but also on The Law of 
Momentum Conservation. The Hayami model is an 
effi  cient tool of hydraulic methods. Indeed, Moussa 
(1996) and Lerat (2009) showed that the Hayami 

solution was more effi  cient than a complete 
hydrodynamic model on a large scale of real 
applications. 

 The simulation of fl ood propagation according to 
these models requires specifi c and numerous data, 
which generally makes the hydrological studies 
encountered in practice diffi  cult. It is therefore useful, 
particularly in the fi eld of hydrology, to have simple 
and reliable methods for dealing with this problem. 

 Most of the present work will be devoted to 
proposing a systemic model consisting of a physical-
based transfer function, close to the simulation level 
of the fl ood wave convection-diff usion model 
(Hayami, 1951; Dooge, 1973). The main advantage 
of the proposed model is its speed of execution, the 
simplicity of its mathematical formulation and the 
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identical simulation of the Hayami model. This 
effi  ciency and simplicity make of this model a simple 
modeling tool that can be clearly demonstrated in the 
development of fl ood forecasting systems. 

 The performance of the model simulations is 
controlled by the identifi cation of their optimal 
parameters which minimize the distance between 
observed and simulated fl ows. Deterministic methods 
are most often used for the calibration of hydrological 
models, but they have the disadvantage of converging 
towards a local optimum, which leads us to opt for 
more robust and effi  cient methods of metaheuristic 
optimization in our study. These methods are the 
Genetic Algorithm (GA) that have proved their 
effi  ciency in optimization in diff erent domains (Poloni 
et al., 2000; Luo et al., 2012; Mouida and Alaa, 2015). 

 2 MATERIAL AND METHOD 

 2.1 Presentation of models 

 2.1.1 Hayami model 

 The Hayami model or the convection-diff usion 
model is a simplifi cation of the Saint-Venant equations 
obtained supposing that there are no lateral 
contributions or losses and that the terms of inertia are 
negligible in conditions of gravity. We then obtain a 
non-linear convection-diff usion equation on the fl ow 
Q: 
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 with  x : downstream distance;  t : times;  C : celerity;  D : 
diff usion coeffi  cient. 

 In the particular case where C and D are constant 
over a stream river of a length L, the equation of the 
scattering wave admits an exact analytical solution 
(Moussa, 1996) which expressed as follow: 
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 where  Q  O  is the output fl ow,  Q  I  the input fl ow and  L  is 
the length of river. 

 2.1.2 Proposed model 

 The propagation model proposed in this study is 
based on the systemic approach considering the fl ood 
wave as a signal. It establishes a relationship between 

input and output signals by means of transfer functions 
(see Fig.1). 

 Procedure of the model is to defi ne the single in 
output  O ( t ) (downstream fl ow) as reported entry 
convolution product of  I ( t ) (upstream fl ow) and the 
transfer function  f ( t ), with the function of transfer is a 
density function of the Gaussian law. The model is 
defi ned as follows: 
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 In this model, the widening of the impulse response 
due to convective and diff usive eff ects is refl ected by 
the density function of the Gaussian law. The 
Parameter 1  represents the duration of the response 
while Parameter 2  represents the delay of the response 
process after a short variation (pulse) of the input 
(Pinault and Berthier, 2007). 

 2.2 Evaluation of models 

 Whichever hydrological model is used, it only 
allows a simplifi ed representation of the hydrological 
processes, and thus refers to results that are more or 
less close to reality. It is therefore necessary for the 
hydrologist to know the margin of uncertainty 
associated with the simulations of the fl ows carried 
out by the model, which makes it possible to evaluate 
the performance of the latter. 

 Models are evaluated through the use of 
performance criteria. These criteria are often statistical 
methods that aim to standardize the comparison 
between simulation or forecast results and 
observations, i.e. they give an idea of the ability of the 
model to replicate the response of interest. Detailed 
descriptions of these criteria can be found in the 
works of Nash and Sutcliff e (1970), Beven and Binley 
(1992) and Franchini et al. (1996). To quantify the 
performance of models, there is no universal criterion 
for evaluation. Many criteria are used in hydrology to 
assess the sensitivity of the models, including: Root 
mean square error (RMSE), Mean Bias Error (MBE), 
Nash… 

Input

I(t)

Output

O(t)
Transfer function

 Fig.1 Explanatory diagram of the proposed model 
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 In this study, we adopted the Nash criterion 
proposed by Nash and Sutcliff e (1970). This criterion 
(which we will call the Nash-Sutcliff e criterion or 
Nash criterion), varying in the interval [-∞; 1] has the 
advantage of being easy to interpret and emphasizing 
errors in high fl ow rates. A criterion of value 1 means 
that the error of the model is null (perfect model). 
Kachroo (1986) gave the following scale when the 
values taken by the Nash criterion: 

 90% the model is excellent; 
 80% to 90%, the model is very good; 
 60% to 80%, the model is good; 
 less than 60% the model is bad. 
 This Nash Evaluation Criterion Model defi ned by 

the Eq.6 is widely used in hydrology, probably 
because of its simplicity and its intrinsic link with 
linear regression. 
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 with:  Q  obs : observed fl ow;  Q  sim : simulited fl ow;  Q  m : 
average fl ow. 

 2.3 Sensitivity of model’s parameters 

 Parameters are identifi ers of the model that 
characterize a given environment. They vary 
depending on the model’s use. The identifi cation of 
the optimal values of the parameters is based on the 
determination of the range of sets of the latter so that 
they can be representative of the hydrological 
behavior studied. With the sensitivity analysis, we are 
rather interested in exploring the ideal “vicinity” of an 
optimal solution. 

 The sensitivity of the model consists in varying the 
values of the parameters in two fi nite dimensions and 
then calculating the value of the evaluation function 
Nash for each pair of parameters (Parameter 1 , 
Parameter 2 ). Then it becomes possible to represent 
surfaces of iso-value of the latter (Fig.2). It shows that 
the sensitivity analysis of the Nash function in 

comparison to the variations of the model’s parameters 
makes it possible to consider not only an optimal 
value of the parameters, but also an interval in which 
their combination gives acceptable simulations. It 
also allows us to draw the degree of infl uence of each 
parameter on the response of the model. 

 The Fig.2 analysis makes it possible to extract the 
best intervals of the parameters that control the correct 
answers of the proposed model. It is noted that the 
high Nash values are recorded for intervals varying 
between [2.75; 3.2] of Parameter 1  and [0.4; 0.8] of 
Parameter 2 , other words the performance of the model 
translated by the criterion Nash decreases while going 
away from the intervals of parameters mentioned 
before. It is also observed that the response of the 
model is strongly sensitive to the variation of the two 
parameters at the same time. For the Hayami model, 
the performance of the model increases depending on 
the increase of the celerity, concluding that the high 
Nash are marked for a celerity that exceeds 2.5 m/s 
and less than 3.5 m/s, but the diff usion coeffi  cient has 
a low infl uence on the response of the model, which 
makes the determination of a precise interval diffi  cult. 
This sensitivity study shows that the parameter related 
to the Floods’ propagation speed strongly infl uences 
the performance of the modeling of observed fl ood. It 
should be noted that this sensitivity study is based on 
real data fl ood of the N’Fis basin river (site of 
application of the model), which reveals that the 
sensitivity study in diff erent sites would lead to other 
results. 

 2.4 Mechanism of optimization of the parameters 
by the Genetic Algorithm 

 The Genetic Algorithm (GA) is a research 
algorithm that is part of a family of evolutionary 
methods, based on Darwin’s theory of natural 
evolution of species. It combines a strategy of 
“survival of the strongest” with a random but 
structured exchange of information. For a problem for 
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which a solution is unknown, the algorithms 
manipulate a set of possible solutions created 
randomly in a search space, called population of 
individuals. The desired variables or (the 
characteristics) are then used in gene sequences which 
will be fused with other genes to form chromosomes 
and subsequently individuals. Each solution is 
associated with an individual, and this individual is 
evaluated and classifi ed according to its resemblance 
to the best solution to the problem. 

 The basic mechanism of GA consists of three 
simple operations inspired by the theory of evolution 
that are no more complicated than algebraic 
operations: selection, crossing and mutation. The 
algorithm is defi ned as follows 

 Algorithm: 
 Initialize the population (randomly generate a 

population of  n  individuals  f (Parameters)) 
 Calculate the degree of adaptation  f (Parameters) of 

each individual 
 As a non-fi nished or non-convergence 
 Select 2 individuals to the times for the reproduction 
 Apply the genetic operators (crossing, mutation) 
 Keep only the best individuals  
 Calculate the degree of adaptation  f (Parameters) of 

each child 
 Select the survivors among parents and children 
 End as long as Find the best optimum. 

 3 RESULT AND DISCUSSION 

 3.1 Numerical experiments 

 In numerical experiments, we want to test the 
capacity of the proposed model to simulate fl ood 
wave propagation. This simulation is based on data 
generated by the Hayami model, the use of the latter 
is mainly to have the closest to reality fl ood 
characteristics which are generally distinguished by 
celerity (speed of propagation) and a rate of attenuation 
or damping. 

 Numerical validations are based on two points. 
First, create four scenarios of downstream fl oods by 
the Hayami model based on a fl ood generating 
virtually upstream. Second, calibrate the proposed 
model by optimizing the parameters in each scenario. 

 Each scenario is indicated by an upstream fl ow and 
a downstream fl ow calculated by the Hayami model, 
while varying the parameters, the celerity  C , the 
diff usion coeffi  cient  D  and the distance  L  which 
separates the measurement points from the 
downstream and upstream fl ood. 

 The calibration of the proposed model come down 
to the resolution of an optimization problem. This 
optimization method attempts to minimize the cost 
function (7) which measures for each set of parameters 
generated by the Genetic Algorithm the diff erence 
between the predictions of the proposed model and 
the calculated response of the Hayami model. 

 2
sim0

1(parameters) ( ( ,parameters) ( )) d .
2

T
f Q t Q t t   (7) 

 The model predictions are obtained by numerical 
simulations (response calculated in Fig.3a). The 
process stops when the cost function is less than a 
fi xed value determined before in the program where 
the number of iterations (generations) is reached 
(Fig.3b). The corresponding parameter set is then the 
desired parameter set. The results obtained show that 
for the various scenarios, the proposed model is able 
to simulate perfectly the response calculated by the 
Hayami model and that the Genetic Algorithm 
represents a remarkable effi  ciency in terms of 
convergence to an optimal solution (expressed by 
Nash criterion) of the optimization problem. 

 3.2 Practical application of models 

 In order to illustrate the applicability of the 
proposed model, it is used hereinafter on a real case. 
The N’fi s River, located in the High Atlas Occidental 
(Morocco), presents elements that appear a priori 
favorable to the study of the propagation. The data 
used for our study are provided by the Hydraulic 
Basin Agency of Tensift. They are the instantaneous 
hourly fl ows measured at the two hydrometric stations 
Imine El Hammam (downstream Station) and Iguir 
N’kouris (upstream station) (Fig.4). 

 Model calibration is a complex modeling task, 
requiring the identifi cation of the optimal parameters 
which gives the minimal error between observed and 
simulated fl ows. Deterministic methods are most 
often used in this modeling phase, but they have the 
disadvantage of being able to converge towards a 
local optimum, for this reason we chose the GA as a 
method of optimizing the parameters of our models in 
order to avoid the diffi  culties of classical methods. 

 The impact of optimized parameters on the 
simulated hydrograph can be assessed visually and 
numerically. The visual method consists in comparing 
for each event the shape of the hydrograph of the 
simulated fl ood with the form of the fl ood hydrograph 
observed. The numerical method relies on the 
maximization of Nash evaluation criteria which 
refl ects the correct calibration of the models. 
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 Fig.3 Simulation of the response of Hayami model by the proposed model (a); evolution of Nash criterion by generations (b) 
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 The results obtained from the calibration and the 
validation are presented in the Fig.5. Table 1 
summarizes the optimized parameters of the models; 
the Table 2 summarizes the numerical evaluation 
results. The phase of the calibration shows that both 
models are able to simulate well the observed fl ows 
with an average Nash criterion of 0.92 and a 
correlation that exceeds 98%.  

 For an unregulated watershed, the Nash value 
obtained for both models is considered very 
satisfactory. 

 When the calibration of the models is completed 
and judged to be satisfactory according to the Nash 

evaluation criterion, a validation is carried out. 
Compared to calibration, the validation consists of a 
simulation involving diff erent fl oods but with the 
same parameter values optimized to verify the quality 
of the validation. The analysis of the results shows 
that the simulations carried out by the parameters of 
the calibration phase are generally acceptable. The 
forms of the fl ood hydrographs (b and d) are well 
adjusted with an average Nash of 0.8 and a correlation 
of 0.9. The shift recorded in the right part of the fl ood 
hydrograph (b) can be explained by the lateral 
contributions that are not taken into account in the 
modeling of fl ood propagation. For the simulated 
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hydrograph of the fl ood (c), there is an underestimation 
of fl ows at the second peak of the hydrograph with an 
average Nash of 0.74, the only explanation for the 
shift of the second peak of the hydrograph is that this 
complex fl ood is due to two rainy episodes. The fi rst 
episode is concentrated only in the upstream part of 
the basin, thus registering a time lag between the 
upstream and downstream stations of the fi rst peak, 
whereas the second is a generalized rain event 
throughout the basin. In other words, the fl ow rate rise 
at the second peak is recorded simultaneously time in 
the downstream and upstream station. 

 The analysis of the results obtained either in the 
calibration phase or in the validation phase shows a 
simulation which can be considered similar for both 
models despite the mathematical diff erence of the 
models. 

 4 CONCLUSION 
 The work proposed in this study allows developing 

a new simple model in which the applications are easy 
to implement. The numerical experiment based on the 
simulation of the calculated response of the Hayami 
model shows that the capacity of the model to simulate 
the properties Physics (celerity, diff usion) of a fl ood 
wave is very satisfactory. This performance at the 
simulation level is based on the identifi cation of 
optimal parameters by the GA of the proposed model. 
The applicability of this model to actual fl ood data has 
yielded very encouraging results. Despite the good 
results obtained, this work requires other deep studies 
that not only have a good simulation of the hydrological 
response of the Hayami model but also have a 
mathematical relationship that binds the parameters of 
the elaborated model and those of the Hayami model. 
Compared to this model, the proposed one has the 
advantage of the simplicity of its mathematical 

formula in addition to its ability to simulate the 
hydrodynamic properties of fl ood propagation. 
However, it would be adapted only for a limited case 
whose side fl ow contributions are negligible. 
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 Table 1 Optimized model parameters 

 Hayami model  Proposed model 

 Celerity ( C ) (m/s)  Diff usion ( D ) (m 2 /s)  Parameter 1   Parameter 2  

 3  3 200  3.106 8  0.493 2 

 Table 2 Numerical evaluation of models 

     Proposed model  Hayami model 

 Flood  Phase  Nash   R  2   Nash   R  2  

 a  Calibration  0.919 8  0.985 8  0.933 3  0.989 9 

 b  Validation  0.818 9  0.954 9  0.818 3  0.954 8 

 c  Validation  0.737 7  0.863 2  0.750 1  0.871 6 

 d  Validation  0.774 5  0.908 5  0.810 2  0.919 3 


